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New era for first-person vision

Augmented reality Health monitoring

Science RoboticsLaw enforcement

Life logging

figure from Linda Smith,  et al.

Kristen Grauman, UT Austin



First person vs. Third person

Traditional third-person view First-person view

UT TEA dataset Kristen Grauman, UT Austin



Traditional third-person view

First person vs. Third person

UT Interaction and JPL First-Person Interaction datasets

First-person view
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Traditional third-person view

First person vs. Third person

UT Interaction and JPL First-Person Interaction datasets

First-person view

First person ñegocentricò vision:

ÅLinked to ongoing experience of the 

camera wearer

ÅWorld seen in context of the camera 

wearerôs activity and goals

Kristen Grauman, UT Austin



Recent egocentric work

ÅActivity and object recognition

[Spriggs et al. 2009, Ren & Gu 2010, Fathi et al. 2011, Kitani et 
al. 2011, Pirsiavash & Ramanan 2012, McCandless & Grauman 
2013, Ryoo & Matthies 2013, Poleg et al. 2014, Damen et al. 
2014, Behera et al. 2014, Li et al. 2015, Yonetani et al. 2015, é]  

ÅGaze and social cues

[Yamada et al. 2011, Fathi et al. 2012, Park et al. 2012, Li et al. 
2013, Arev et al. 2014, Leelasawassuk et al. 2015,é]

ÅVisualization, stabilization

[Kopf et al. 2014, Poleg et al. 2015]
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Talk overview

Motivation

Account for the fact that camera wearer is active 
participant in the visual observations received

Ideas

1. Action: Unsupervised feature learning
ÅHow is visual learning shaped by ego-motion?

2. Attention: Inferring highlights in video
ÅHow to summarize long egocentric video?
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Visual recognition

ÅRecent major strides in category recognition

ÅFacilitated by large labeled datasets

80M Tiny Images
[Torralba et al.]

ImageNet
[Deng et al.]

SUN Database 
[Xiao et al.]

[Papageorgiou & Poggio 1998,Viola & Jones 2001, Dalal & Triggs 2005, Grauman & Darrell 2005, Lazebnik

et al. 2006, Felzenszwalb et al. 2008, Krizhevsky et al. 2012, RussakovskyIJCV 2015é] 
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Problem with todayôs visual learning

ÅStatus quo: Learn from 
ñdisembodiedò bag of 
labeled snapshots

Åéyet visual 
perception develops 
in the context of 
acting and moving in 
the world
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Key to perceptual development:

Self-generated motions + visual feedback

active kitten passive kitten

The kitten carousel experiment
[Held & Hein, 1963]
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Goal: Learn the connection between
ñhow I moveò ź ñhow visual surroundings changeò

Approach: Unsupervised feature learning using 
motor signals accompanying egocentric video

Our idea:
Feature learning with ego-motion

+

[Jayaraman & Grauman, ICCV 2015]Kristen Grauman, UT Austin



Key idea: Egomotion equivariance

Invariant features: unresponsive to some 

classes of transformations

Invariance discards information, 

whereas equivariance organizes it. 

Equivariant features : predictably responsive to 

some classes of transformations, through 

simple mappings (e.g., linear) ñequivariance mapò
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Key idea: Egomotion equivariance

Equivariant embedding 

organized by egomotions

Training data= 

Unlabeled video

+

motor signals
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